Wuji: Automatic Online Combat Game Testing Using Evolutionary Deep Reinforcement Learning

Yan Zheng\(^1,\,*\), Xiaofei Xie\(^2,\,*\), Ting Su\(^2\), Lei Ma\(^3\), Jianye Hao\(^1\), Zhaopeng Meng\(^1\), Yang Liu\(^2\), Ruimin Shen\(^4\), Yinfeng Chen\(^4\), Changjie Fan\(^4\)

\(^1\) College of Intelligence and Computing, Tianjin University, China.
\(^2\) Nanyang Technological University, Singapore.
\(^3\) Kyushu University, Japan.
\(^4\) Fuxi AI Lab, Netease, Inc., Hangzhou, China.

Abstract—Game testing has been long recognized as a notoriously challenging task, which mainly relies on manual playing and scripting based testing in game industry. Even until recently, automated game testing still remains to be largely untouched niche. A key challenge is that game testing often requires to play the game as a sequential decision process. A bug may only be triggered until completing certain difficult intermediate tasks, which requires a certain level of intelligence. The recent success of deep reinforcement learning (DRL) sheds light on advancing automated game testing, without human competitive intelligent support. However, the existing DRLs mostly focus on winning the game rather than game testing. To bridge the gap, in this paper, we first perform an in-depth analysis of 1349 real bugs from four real-world commercial game products. Based on this, we propose four oracles to support automated game testing, and further propose Wuji, an on-the-fly game testing framework, which leverages evolutionary algorithms, DRL and multi-objective optimization to perform automatic game testing. Wuji balances between winning the game and exploring the space of the game. Winning the game allows the agent to make progress in the game, while space exploration increases the possibility of discovering bugs. We conduct a large-scale evaluation on a simple game and two popular commercial games. The results demonstrate the effectiveness of Wuji in exploring space and detecting bugs. Moreover, Wuji found 3 previously unknown bugs\(^1\), which have been confirmed by the developers, in the commercial games.

Index Terms—Game Testing, Artificial Intelligence, Deep Reinforcement Learning, Evolutionary Multi-Objective Optimization.

I. INTRODUCTION

Gaming has evolved into an all-around entertainment phenomenon. The game market is growing rapidly. According to Global Games Market Report [31] from NewZoo in 2018, there are more than 2.3 billion active gamers in the world, of which 46% spend money on games. The game market around the world reaches around $138 billion and is expected to more than $180 billion in 2021. With so many users, the quality of games becomes especially important. A game bug may bring bad gaming experience, even cause financial losses for gamers or game companies. Game companies not only put a lot of efforts to detect and fix the bugs but also suffer from losing users. Hence, an early-stage testing is of great importance in discovering bugs and guaranteeing the game quality.

Due to the complexity and heavy user interactions of games, currently, game testing is mainly dependent on human testers. Most game companies adopt some ad-hoc manual testing without using systematic and automated testing solutions [3]. The ad-hoc manual testing is costly and is inefficient in discovering bugs for large games. As a result, many bugs are still discovered long after the official release. Unfortunately, most of these bugs are discovered by gamers. A study shows that popular games receive a large number of reviews each day, making it very time-consuming for developers to handle them [24]. Semi-automatic script-based testing can improve efficiency. However, it still requires substantial manual efforts to develop the scripts. In addition, the ad-hoc scripting is also costly and usually focuses on main scenarios of the game following a pre-defined strategy. From the internal report of the NetEase, Inc., there are 30 testers for testing even one game (which was used as the benchmark in our evaluation). The direct loss caused by the bugs in this game is about $2 million each year. A systematic and automated testing technique towards better quality assurance is urgent in the game industry [25].

Automatic testing techniques have been widely studied, such as search-based testing [4], [16], coverage-guided fuzzing [1] and symbolic execution [8]. However, such techniques are challenging in testing games as the game playing is a continuous interaction process with rich graphical user interfaces (GUIs) between the gamer and the game. Some techniques, such as random-based testing (Monkey [17]) and
model-based testing (Stoat [35]), have been proposed for testing GUI applications. These techniques improve the code coverage by covering the sequences of different events during UI change. However, in a game, events in each UI are usually fixed (i.e., the skills), and it is very easy to cover all events inside game UIs. These techniques are not effective in game testing since they are not “smart” to accomplish the complicated goal of the game. For example, Fig. 1 shows the Block Maze game in which a robot hunts for gold. Bugs will be triggered if the robot reaches one of the dots. The yellow dots are easily reachable by Monkey and Stoat since they are near the initial place. However, the red and green dots are more difficult to reach as the robot needs to find a better path.

Recently, deep reinforcement learning (DRL) has achieved great success in automatic game playing (e.g., AlphaGo [13] on the board game, OpenAI on Atari games [29], and OpenAI-five on the large-scale real-time strategy games Dota2 [14]). This brings an opportunity for automated game testing with the intelligent support of DRL. However, the challenge is that the current DLR focuses on finding a better solution to accomplish the mission (e.g., obtaining higher rewards) rather than testing games [44]–[47]. For example, in Fig. 1, DRL will learn a better strategy (the dotted arrow) that will earn the gold quickly. Hence, the green dots can be reached but other dots (e.g., the red dots) are hard to cover. In addition, to capture various types of bugs (e.g., glitches, gaming balance) during playing the game, the test oracle is needed.

This paper performs a two-stage study towards addressing the game testing challenges. In the first stage, we conduct an empirical study towards understanding the characteristics of bugs in real-world games. We analyzed 1,349 real bugs from four commercial online games and classify the bugs into five categories based on their manifestation, i.e., crash bugs, stuck bugs, logical bugs, game balance bugs and user experience bugs. Based on the manifestation of different types of bugs, we proposed four oracles, that facilitate the detection of such bugs. At the second stage, we develop an automated game testing framework, named Wuji, to test the games and discover different types of bugs. The objective of Wuji is to detect game bugs by exploring states as much as possible. To achieve the goal, Wuji not only considers accomplishing the mission, but also considers searching different directions. These two strategies complement each other. Consider Fig. 1, the strategy of accomplishing mission helps reach the green dots that are difficult to cover by the general random strategy. The strategy of exploration will help reach the red dots that may not be located in the mainline of the game.

To test a game, Wuji first trains a set of agents (i.e., deep neuron networks) that can play the game automatically. The agent policies will always be updating towards exploring the states and accomplishing the mission. Based on proposed oracles, Wuji performs an on-the-fly testing while constantly training the agent policies (rather than the usual AI solutions that can be used only after training). We propose a technique by a combination of evolutionary algorithms (EA), multi-objective optimization (MOO) and deep reinforcement learning (DRL). EA and MOO mainly contribute to exploring game space while DRL contributes to accomplishing the mission. Specifically, in each evolution iteration, the population first performs crossover and mutation, considering the two objectives (i.e., exploring states and accomplishing mission). Then, each policy in the population will be separately trained by the DRL for enhancing the capability of accomplishing the mission. Next, the MOO together with a non-dominated sorting is used to select a better set of policies as the seed population of the next evolution. By optimizing the population iteratively, more states of the game could be explored and tested.

We implemented Wuji and evaluated the usefulness by applying it to one simple game and two commercial massively multiplayer online games (MMOGs) including a mobile game and a PC game. MMOG is one of the most popular games nowadays, where thousands of players join together. The two commercial games have more than 4 million and 880 thousand peak daily players, respectively. The results demonstrated that Wuji significantly outperforms random testing, EA alone and DRL alone in terms of bug detection and state coverage. Moreover, Wuji also successfully discovered previously unknown bugs in the two active commercial games.

To the best of our knowledge, this is the first automated game testing work on real-world online combat games. The main contributions of this paper are summarized as follows:

1) We perform an empirical study to characterize game bugs by analyzing 1,349 real bugs from four industrial games. We propose four test oracles for four types of bugs.
2) We propose an on-the-fly automated testing framework based on evolutionary deep reinforcement learning.
3) We implement Wuji and evaluate its effectiveness in two real-world games. Moreover, we find 3 previously unknown bugs, which are confirmed by the developers.

II. BACKGROUND AND PROBLEM DEFINITION

A. Game Playing

Game playing is a sequential decision-making process where a player needs to continuously make decisions and take actions based on received observations before the game ends. Such a problem can be modeled as a Markov Decision Process (MDP) that is a classical formalization of sequential decision making [38]. Fig. 2 depicts an MDP which shows a typical overall interaction of playing the game. In general, the MDP consists of 5 elements - Agent, Environment, State, Action and Reward. An environment is what an agent interacts with (e.g., the game). The agent utilizes a specific policy for interacting with the environment. The state is the observation of the environment which is usually different at different timestamps. The action is a set of possible decision (e.g., moves, fire) the agent can make. The reward (e.g., scalar value) is the feedback by which we measure the success or failure of an agent’s actions with regard to achieving some goals (e.g., winning the fight or achieving points).
For example, to be specific, given the state $s_t$ at time $t$, the agent selects an action $a_t$ to interact with the game environment and receives a reward $r_t$ from the environment. The environment turns into a new state $s_{t+1}$, affecting the agent selection of the next action. The environment and agent interact continually until the game ends, and gives rise to a trajectory as follows:

$$ (s_0, a_0, r_0, \ldots, s_t, a_t, r_t, \ldots) $$

### B. Problem Definition

A large online combat game (OCM) usually contains many instance dungeons or scenarios. It is challenging to test the whole game one time, the common way is to test each scenario separately. Another overwhelming challenge is that the OCM is usually played by multiple players. In this initial game testing work, we mainly focus on game testing with one agent.

Based on the Equation 1, we define a game as follows:

**Definition 1 (Game).** A game $G$ is a function $(S, R) = G(A)$, where $A$ is a sequence of actions from an agent, $S$ is a sequence of states and $R$ is a sequence of rewards. For simplicity, we also use $\|G(A)\|_S$ and $\|G(A)\|_R$ to represent the outputs of the game (i.e., $S$ and $R$), respectively.

A test case of the game $G$ is a sequence of actions $A$, which explore and drive the game into different states. Note that $G$ is often a non-deterministic function because of the randomness in the game (e.g., the randomness in the environment, the randomness effect of an action).

Suppose $\|G(A)\|_R := (r_1, \ldots, r_n)$, the rewards of $A$ on the game $G$ (denoted as $RW(A, G)$) is computed as follows:

$$ RW(A, G) = \sum_{t=1}^{n} \gamma^t r_t $$

where $\gamma \in [0, 1]$ is a discount factor.

**Definition 2 (Policy).** A policy $\pi$ is a function, $a = \pi(s)$, that maps a state to an action, where $s$ and $a$ represent a state and an action, respectively.

The policy is the strategy that an agent adopts to decide the next action based on the current state. For example, a policy can be the strategy from the human or a trained deep neural network that can make the decision.

**Definition 3 (Game State).** A state $s$ of the game $G$ is a fixed-length vector $\langle v_0, v_1, \ldots, v_n \rangle$, where each value of the vector represents a certain aspect of the state of the game.

The vector of a state represents the current status of the game, and it differs for different games. For example, the position of the player character, the health points, etc.

**Definition 4 (Game Testing).** For a game $G$, a game tester $T$ can be defined as a function $S, B = T(G, H)$, where $H$ is a set of policies to interact with $G$, $S$ is a set of states explored by $T$ and $B$ is a set of bugs by $T$.

A game tester employs different policies and tries to explore different states of the game, where a bug might hide. The goal of the game testing is to generate test cases (i.e., valid actions) that can reach the diverse states, on which bugs will be triggered. To check whether a specific state triggers a bug, the test oracle is usually needed. However, due to the uniqueness of game software, the test oracle also quite differs from other kinds of software, which is yet not well-studied.

Thus, our first goal is to perform an empirical study and investigate the potential useful test oracles for checking game bugs. Then, we propose effective testing policies (i.e., $H$) for effective state exploration to cover those bugs might hide, which is then captured by our proposed test oracle.

### III. Empirical Study

Massively multi-player online game (MMOG) is one of the most popular games nowadays, where thousands of players join together. To achieve better user experience, game companies strive to detect and fix as many bugs as possible before each version release. Online combat is among the core and most complicated elements of MMOGs, which is the key challenge for MMOG testing. In this paper, we mainly focus on such scenarios but our approach is general to other types of games.

To better understand the characteristics of existing game bugs, we first perform an empirical study that analyzes 1,349 bugs from the bug lists of four popular commercial OCMs that are actively used by over 10 million peak daily players in total. All these games are developed and maintained by Netease, Inc.2. Informed by the knowledge of game developers, we categorize them into 5 different types according to their consequences. We order them by the fixing priority from highest to least as follows:

- **Crash bugs**, which leads the entire game to crash and exit. For example, the zero-dividing problem, memory leak issue or recursive function calls will result in game crash. Crash bugs are severe defects and should be fixed first.
- **Stuck bugs**, which freezes the game. Game players are unable to continue the interactions. Such bugs may be caused when the player enters into an abnormal state, getting stuck the whole game. Although there is no crash, the game cannot response to any player’s actions.

2https://www.neteasegames.com/
TABLE I: Bug distribution in four commercial games.

<table>
<thead>
<tr>
<th>Games</th>
<th>L10</th>
<th>NSH</th>
<th>L12</th>
<th>LH01</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crash</td>
<td>89</td>
<td>16</td>
<td>10</td>
<td>30</td>
<td>145(10.75%)</td>
</tr>
<tr>
<td>Stuck</td>
<td>22</td>
<td>7</td>
<td>9</td>
<td>27</td>
<td>65(4.82%)</td>
</tr>
<tr>
<td>Logical</td>
<td>379</td>
<td>25</td>
<td>22</td>
<td>62</td>
<td>488(36.17%)</td>
</tr>
<tr>
<td>Balance</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>12(0.89%)</td>
</tr>
<tr>
<td>Experience</td>
<td>476</td>
<td>88</td>
<td>20</td>
<td>55</td>
<td>639(47.37%)</td>
</tr>
<tr>
<td>Total</td>
<td>973</td>
<td>138</td>
<td>63</td>
<td>175</td>
<td>1349(100.00%)</td>
</tr>
</tbody>
</table>

- **Logical bugs**, which often do not break the game like the previous two types of bugs, but lead to unexpected results (e.g., errors on score computation). This type of bugs are usually caused by incorrect implementation of game logic.
- **Gaming balance bugs**, which disturb the gaming balance between human and computer-aided players (e.g., too strong or too weak), and thus violating the designers’ original expectation. This type of bug is specific but critical to combat games.
- **User experience bugs**, which downgrade user experience, e.g., missing video (e.g., ray tracing) and audio effects, failing to give proper hints, text typos, etc.

Among these types of bugs, game developers give higher priority for the first four types of bugs, since they directly affect the business logic, stability, and correctness of games. These bugs are often strived to be fixed before releasing games. Table I shows the detailed classification results of 1,349 bugs. We can observe that these four critical types of bugs account for half of all bugs in 4 studied games. Based on these, in this paper, we define four types of oracles, with the intention to detect these four typical bugs respectively, which are urgent to be fixed with a higher priority:

- **Oracle 1 (Crash)**, the crash bugs can be automatically captured by monitoring whether the game process is terminated.
- **Oracle 2 (Stuck)**, the stuck bugs can be automatically captured by: 1) monitoring the change of the game screen, or 2) monitoring the states of the game, i.e., comparing the difference between the current state and the previous $n$ consecutive states. In this paper, we used the state-level check since monitoring the game screen is too heavy and not scalable. Specifically, during game playing, the moving averaged state $\bar{s} = \frac{1}{n} \sum_{t=0}^{n-1} s_t$ is calculated by averaging $n$ previous consecutive states. If the difference between current observed state $s$ and $\bar{s}$ is less than a threshold $T_s$, a stuck potential bug is discovered.
- **Oracle 3 (Logical)**, the logical bugs are difficult to be discovered automatically. It requires specific assertions to reveal logical bugs.
- **Oracle 4 (Gaming Balance)**, the balance bugs can be captured by checking whether one player achieves unexpected performance (e.g., too strong or weak) beyond a predefined threshold. Gaming balance bugs are subjective and need the confirmation of game designers. We will not consider this type of bugs in this paper.

IV. AUTOMATED GAME TESTING

In this section, we first describe the overview of our approach. Then, we present our detailed techniques and algorithms for automated game testing.

A. Overview

The general idea of Wuji is to generate effective policies that explore more states of the game where the bugs potentially hide. In company with the proposed oracle, such bugs are more likely to be detected. Fig. 3(a) shows the simplified workflow of Wuji. Given a game, Wuji randomly initializes a population of policies $P$ (i.e., a specified number of DNNs), after which the main testing iteration starts on the basis of an evolutionary process. Notably, all individuals of the first generation are randomly initialized (DNNs with random weights).

From the high level, in each iteration, Wuji adopts the evolutionary multi-objective optimization (EMOO) and deep reinforcement learning (DRL) to achieve efficient game testing. EMOO is used for improving the diverse state exploration while DRL facilitates improving the capability of accomplishing the mission of the game. The combination of EMOO and DRL altogether makes Wuji potentially be able to complete more missions and explore more states of the game.

The policies (i.e., DNNs) $P$ are randomly selected by the binary tournament selection [27] to perform crossover and mutation to evolve the population to $P'$, towards generating policies that are capable of exploring more states (Section IV-C). The fitness score of each policy is computed by playing and interacting with the game. A challenge is that, if the policy is not smart and is always unable to complete the mission of the game, the policy would not explore the states after the mission. To mitigate the problem, Wuji leverages a DRL-based technique which aims at improving the capability of accomplishing the mission of the game (Section IV-D). Each obtained DNN policy in $P'$ will be further trained by DRL, and an advanced population $Q$ that is good at completing missions is obtained.

Afterwards, Wuji performs a multi-objective based selection form the population $P$, $P'$, and $Q$ that could survive in the next iteration (Section IV-E). In particular, the non-dominated sorting (Algorithm 2) and crowding distance sorting (Algorithm 4) are used to sort the population $P \cup P' \cup Q$.

Wuji continually evolves its testing policy by EMOO and DRL iteration by iteration. At the same time, the policies obtained from both procedures are leveraged to perform on-the-fly game testing, until the given testing time or resource budge exhausts. Wuji eventually outputs a set of failed traces that facilitate reproducing the bugs and a set of obtained competitive testing policies.

B. Multiple Objectives

To be specific, Wuji iteratively evolves the population towards achieving two objectives: exploring more states and winning the game (i.e., complete the mission). We capture these two objectives by exploration score and the winning score, respectively, which are measured as follows. For the game $G$, we use the policy $\pi$ to play the game for $m$ times, after which $m$ sequence of actions (i.e., $A_0, A_1, \ldots, A_m$) will be generated. Each of these sequences represents the actions
taken by an agent and the corresponding game environment state changes step by step. Then, the exploration score of $\pi$ on the game $G$ is computed as follows:

$$ES_G^\pi := \frac{1}{m} \sum_{i=1}^{m} (\text{size}(\|G(A_i)\|_S))$$

(3)

The winning score of $\pi$ on the game $G$ is calculated as:

$$RS_G^\pi := \frac{1}{m} \sum_{i=1}^{m} (\text{RW}(G, A_i))$$

(4)

Intuitively, the exploration score is computed as the average of the total number of states in $m$ runs of the game. The winning score is computed as the average of the total rewards in $m$ runs of the game. The higher the exploration score, the more states the policy will potentially explore. The higher winning score, the policy has a higher chance to accomplish more intermediate missions.

To better capture the capability relation of different policies, we define the policy domination relation as follows:

**Definition 5** (Pareto domination). A policy $\pi_0$ dominates another policy $\pi_1$ (denoted as $\pi_0 \succ \pi_1$) on game $G$ if $(ES_G^{\pi_0} \geq ES_G^{\pi_1} \land RS_G^{\pi_0} > RS_G^{\pi_1})$ or $(ES_G^{\pi_0} > ES_G^{\pi_1} \land RS_G^{\pi_0} \geq RS_G^{\pi_1})$.

### C. Crossover and Mutation

Algorithm 1 shows the crossover and mutation on a population $P$. $|P|$ represents the total number of the policies in $P$. **Wuji** adopts a binary tournament selection [27] to select two policies (i.e., DNNs) $\pi_1$ and $\pi_2$ for the crossover (Line 3-10). Specifically, two candidates $\pi_1$ and $\pi_2$ are picked randomly. If $\pi_1$ dominates $\pi_2$, $\pi_1$ will be selected (Line 5). If $\pi_2$ dominates $\pi_2$, $\pi_2$ will be selected (Line 7). If they do not dominate each other, we randomly select one of them (Line 9).

Specifically, two selected DNNs, single-point crossover (SPX) [11] is performed on the weights of DNN (Line 11). After that, random mutation is further used by applying additive Gaussian noise (GN) [37] to each weights of DNNs in $P$. By perturbation, diverse new policies with different strategies are generated. Consequently, more states may be explored by utilizing such policies.

**Algorithm 1: Cross_Mutate**

<p>| input | $P$: the population, $G$: the game |</p>
<table>
<thead>
<tr>
<th>output</th>
<th>$P'$: a new population</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$P' \leftarrow \emptyset$;</td>
</tr>
<tr>
<td>2</td>
<td>for $i \in {1, \ldots,</td>
</tr>
<tr>
<td>3</td>
<td>Randomly select two policies $\pi_1, \pi_2$ from $P$;</td>
</tr>
<tr>
<td>4</td>
<td>if $\pi_1 \succ \pi_2$ then</td>
</tr>
<tr>
<td>5</td>
<td>$\pi_f \leftarrow \pi_1$;</td>
</tr>
<tr>
<td>6</td>
<td>else if $\pi_2 \succ \pi_1$ then</td>
</tr>
<tr>
<td>7</td>
<td>$\pi_f \leftarrow \pi_2$;</td>
</tr>
<tr>
<td>8</td>
<td>else</td>
</tr>
<tr>
<td>9</td>
<td>$\pi_f \leftarrow \text{random}(\pi_1, \pi_2)$;</td>
</tr>
<tr>
<td>10</td>
<td>Similarly, select another candidate $\pi_m$;</td>
</tr>
<tr>
<td>11</td>
<td>$\pi_c \leftarrow \text{weights_cross}(\pi_f, \pi_m)$; (\triangleright ) (see SPX in [11])</td>
</tr>
<tr>
<td>12</td>
<td>$\pi \leftarrow \text{weights_mutate}(\pi_c)$; (\triangleright ) (see GN in [37])</td>
</tr>
<tr>
<td>13</td>
<td>$P' \leftarrow P' \cup {\pi}$;</td>
</tr>
<tr>
<td>14</td>
<td>return $P'$;</td>
</tr>
</tbody>
</table>

### D. DRL Training

Deep reinforcement learning (DRL) is an effective approach that interacts with the real environment and learns the optimal policy from the reward signal, enabling the agent to play really complex games automatically and achieving a certain level of human-competitive performance [33]. **Wuji** adopts a standard DRL algorithm named advantage actor-critic (A2C) [28], which tries to find a policy to maximize the rewards in terms of accomplishing the mission.

Specifically, all perturbed individuals in offspring $P'$ are further evolved by leveraging the gradient-based optimization (A2C). The optimization continuous until either of the following criteria is satisfied: 1) reaching maximum training time, or 2) none performance improvement after certain consecutive training rounds. These criteria are referred to as the “early stop”, which achieves a good trade-off between improving performance and saving computational resources. It is worth mentioning that, to be effective, **Wuji** adopts a parallel approach for training all DNNs in the offspring, asynchronously and simultaneously. The choices of hyper
parameters of DRL training and early stop will be detailed in the later Section V-A4, respectively.

E. Population Selection

After the evolution, we obtain two new strategy populations $P'$ and $Q$. The policies in $P'$ are evolved via crossover and mutation, which pay more attention to the exploration. On this basis, population $Q$ is obtained via DRL training, which focuses on completing the mission. Given all candidate policies (i.e., $P \cup P' \cup Q$), Wuji utilizes the non-dominated sorting and crowding distance sorting to dynamically select the better policies in terms of the two objectives (see Section IV-B).

Algorithm 2 shows the non-dominated sorting algorithm. Given a population $P$, it identifies a number of prioritized Pareto frontiers [12] (a subset of the policies) by a repeating process. In each iteration, a policy, which cannot be dominated by other policies, is added into the current selected Pareto frontier (Line 3). Then, the Pareto frontier will be added to the new population (Line 4) and be removed from the original population (Line 5). In the next iteration, it continues to select next Pareto frontier from the remaining agent policies.

The intuition of our selection strategy is that if a policy is not dominated by others, it is at least no worse than any other one in terms of the multi-objectives. Fig. 3(b) shows an example of the non-dominated sorting that outputs a sequence of Pareto frontiers $\{F_1, F_2, F_3, \ldots\}$. Each point is a policy within a Pareto frontier. We could see that $F_1$ generally exceeds $F_2$ because $\forall \pi \in F_1, (\exists \pi' \in F_2, \pi' \succ \pi)$.

Algorithm 3 presents the procedure that takes policies $P$ and a number $n$ as the input, and outputs a better population $P'$. We first perform a non-dominated sorting to prioritize the policies. Based on the prioritization, the Pareto frontiers will be added to the new population in order (Line 5). If the total number of the selected population $P'$ and the current Pareto frontier $F_i$ exceeds $n$ (Line 4), we have to select part of the polices (whose size is $n - |P'|$) from $F_i$ such that we can exactly select $n$ policies. Crowding distance sorting strategy is then adopted to select the remaining policies (Line 7).

Algorithm 4 shows the crowding distance sorting algorithm. Crowding distance (CD) measures the density of the policies and Wuji tends to select the sparse points for constructing a more diverse population. The CD of each policy is initialized as zero (Line 1). Then we sort the policies $F$ in descending order based on the exploration score and winning score, respectively (Line 2-3). The CD of the policy, which has the largest winning score or the exploration score, is set as the max distance value (Line 4-5). The two policies are the best ones in terms of exploring/winning and we will always select them. For each of the other policies (Line 6), we compute the CD by the distances from the surrounding polices. We get the indexes in the ordered sequences $E$ and $W$ (Line 7-8). The CD is computed based on the distance between two surrounding policies in terms of exploration score and winning score (i.e., $E_{S[i]-1} - E_{S[i]+1}$ and $W_{S[j]-1} - W_{S[j]+1}$). Afterward, the polices are sorted in descending order based on the CD and the first $n$ policies are returned (Line 10-11).

Consider the two policies $\pi_1$ and $\pi_2$ in Fig 3(b), the CD of $\pi_1$ is computed as $d_1 + d_2 + d_4 + d_5$, which is larger than the CD of $\pi_2$. Intuitively, the polices around $\pi_2$ are very dense while the polices around $\pi_1$ are sparse.

V. EVALUATION

We have implemented Wuji (7,000+ lines of code) based on PyTorch [32]. To demonstrate the effectiveness of Wuji, we investigate the following research questions.
RQ1 (Bug Detection): How effective is Wuji in detecting game bugs? How do the key components of Wuji, i.e., EA, DRL, and MOO, affect the performance when functioning separately?

RQ2 (Coverage): How is the exploration capability of Wuji in terms of code coverage and state coverage?

RQ3 (Bug Analysis): What are the root cause and characteristics of those bugs found by Wuji?

A. Experimental Design and Settings

1) Datasets: A simple game (Block Maze) and two commercial online combat games (L10 3 and NSH 4 ) are selected in the evaluation. Since L10 and NSH are quite complex real-world commercial games. To make our study feasible, for each game, we only selected one instance (i.e., a combat scenario) for testing. Fig. 4 depicts the online combat scenarios for the two commercial games. Table II summarizes the detailed information about the games. Column #Code shows the number of lines of source code for each game. In particular, for L10 and NSH, the left number shows the code size of the selected scenario while the right number is the code size of the whole game. Column INST.Size represents the installation size and Column #Players shows daily peak player count (4,000,000+ for L10 and 880,000+ for NSH), from which we could see the selected games are indeed large-scale and practical.

Block Maze: the agent controls the robot to reach the goal coin. The player has 4 actions to choose: {north, south, east, west}. Every movement leads the agent to move into a neighbor grid in the corresponding direction, except that a collision on the block (dark green) results in no movement.

L10 and NSH: the two games are online combat games, where a game character fights against an opponent in the game. To be specific, L10 is 2-dimensional scenario running on the mobile platform. NSH is a 3-dimensional game running on the PC platform. In L10, the game character is equipped with 5 skills while it has 8 skills in NSH. Also, the game character can move in four directions. The goals of the games are to win the fighting by discovering a combination of skills that damage the opponent to the largest extent.

Note that all three games are tested on the server even if L10 is released for mobile devices. GUIs of the games are removed as we mainly focus on functional testing. In industry game development and testing of NetEase, Inc., this is a typical method for maximizing the testing efficiency.

2) Game Bugs: To the best of our knowledge, it still lacks standard benchmarks for game testing at this moment. In our study, to evaluate the usefulness of Wuji, the three games are injected with history bugs for controlled study as follows. For Block Maze, we injected 25 bugs that are randomly distributed within the environment. The bugs will be triggered if the robot has reached the specific location of the map (see Fig. 1). For L10 and NSH, the game developers of our collaborated company help to inject 10 (2 crash bugs, 2 stuck bugs, and 6 logical bugs) and 18 (4 crash bugs, 3 stuck bugs and 11 logical bugs) previously known bugs in the selected scenarios, based on their experience. These bugs actually appeared in previous different versions of the game, and are now injected in the same game version for our evaluation purpose. Furthermore, developers also insert the assertions for detecting logical bugs.

3) Baseline Approaches: To the best of our knowledge, there still does not exist any automated testing technique on large OCMs at this moment. As mentioned in Section V-A1, our testing environment is deployed on the server and does not contain the GUI part. Hence, the existing GUI testing tools, such as Monkey [17], Sapienz [26], Stoot [35], are not applicable. We tried our best to compare Wuji with the five strategies (including one baseline and four variants of Wuji) to demonstrate the effectiveness of Wuji and evaluate the effectiveness of each strategy of Wuji in terms of bug detection and coverage:

- Random: during playing the games, it randomly selects one of the available actions. We followed the idea of Monkey [17] and implemented this random strategy as the baseline.
- EA_S: the evolutionary algorithm based strategy whose fitness score only considers the winning score.
- EA_M: the evolutionary algorithm based strategy that uses a MOO-based fitness score (i.e., Algorithm 1).
- DRL: test the games by only considering the winning score with DRL.
- EA_S+DRL: the combination of EA and DRL but they only consider the winning score. Compared with EA_S+DRL, Wuji (EA_M+DRL) adopts a multi-objective optimization.

4) Configurations and Implementations: We select the DNN model in the previous work A2C [28] as the seeding model for all of the three games, with the input and output dimensions adjusted for different games. Mean square error (MSE) is adopted as the loss function in DRL training, which is minimized by leveraging the Adam [21] optimizer. To be specific, due to the stripping of GUIs, the inputs of the DNNs models are scalar-based vectors. Consequently, we use three fully-connected linear layers with 256, 128, 128 units as the hidden layers, connected with the output layer. The output

---

3 A Chinese Ghost Story (L10) https://s.163.com/
4 Treacherous Water Online (NSH) http://n.163.com/

### Table II: Three games used in the evaluation

<table>
<thead>
<tr>
<th>Game</th>
<th>#Code (KLOC)</th>
<th>INST.Size</th>
<th>#Players</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block Maze</td>
<td>0.768</td>
<td>3 MB</td>
<td>-</td>
</tr>
<tr>
<td>L10</td>
<td>45.99/1,472</td>
<td>1.54 GB</td>
<td>4 million+</td>
</tr>
<tr>
<td>NSH</td>
<td>292.07/23,457</td>
<td>61.38 GB</td>
<td>880 thousand+</td>
</tr>
</tbody>
</table>

Fig. 4: Examples of combat scenarios for L10 (left) and NSH.
layer consists of each valid actions for three games with the corresponding size of 4, 7, 17. The output of each hidden layer is normalized using batch normalization [19], and the activation function ReLU [30] is adopted between two consecutive layers. On the other hand, to ensure sufficient exploration, we set the weight of the entropy item in the loss function of the actor to $10^{-4}$, and ensure at least 1% possibility of each valid actions being selected for executing. The epoch for DRL training is set to 20 (BlockMaze), 1000 (L10) and 1000 (NSH), respectively. The learning rate is set to \(10^{-3}\) in the Adam optimizer. In addition, the maximum training time and threshold of the consecutive training period in “early stop” are set to 10 minutes and 7 rounds, respectively. For the EA algorithm, the size of the population and offspring are set to 30. The crossover rate and mutation rate are set to 100% and 1%, respectively. Notably, a random noise sampled from a Gaussian distribution $N(0, 0.005)$ is adopted for mutating the DNNs. All the experiment were run on three powerful servers with CPU(Intel(R) Xeon(R) Gold 6138 CPU @ 2.00GHz) with 100 cores and 256GB RAM.

From a statistical perspective, in RQ1 and RQ2, each strategy is used to test the games for a certain amount of time based on the complexity. For the simple game Block Maze, we allocate one hour time budget. For L10 and NSH, we allocate 10 hours for each. To counter the randomness effect during testing, we repeat each strategy 10 times to average the results. To mitigate the potential bias of bug injection, during each test run of Block Maze, the 25 bugs and the gold position are randomly injected.

Note that, even though we only selected two scenarios in the two commercial games, it still takes quite a lot of human efforts: (1) the game developers spent about 20 man-days and $5,000+ manpower cost to inject these known bugs carefully, and (2) we ran 6 different strategies on three games with 10 repetitions, and it overall took 1,260 machine-hours.

B. Evaluation on Bug Detection (RQ1)

Fig. 5 shows the average number of bugs discovered over time. The statistical results of the number of bugs discovered during the allocated testing time (see Section V-A4) are shown in Fig. 6. Overall, we have the following findings.

First, compared with the baseline, we can see that Random achieves better results in the smaller game (i.e., Block Maze). The reason is that small game has a relatively small search space. In the small space, Random can explore the states given enough time budge. For example, in Block Maze Random can find more bugs than EA_S and DRL quickly. The reason is that EA_S and DRL focus on how to accomplish the mission. In a smaller game, they can find a better policy quickly and stop exploring more states. This prevents them from discovering more bugs. In commercial games, the state space becomes quite larger. Due to lacking the intelligence, Random cannot...
TABLE III: The average number of different types of bugs

<table>
<thead>
<tr>
<th></th>
<th>L10</th>
<th>NSH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E+S+DRL</td>
<td>DRL</td>
</tr>
<tr>
<td>Crash</td>
<td>1.4</td>
<td>1.2</td>
</tr>
<tr>
<td>Stuck</td>
<td>1.8</td>
<td>1.6</td>
</tr>
<tr>
<td>Logical</td>
<td>5.6</td>
<td>5.5</td>
</tr>
<tr>
<td>New</td>
<td>0.8</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>9.6</td>
<td>8.3</td>
</tr>
</tbody>
</table>

accomplish the mission well. It only explores a small number of states and has the worst performance. The results indicate that random testing performs badly in the large games, which is consistent with our intuition that traditional random testing is less effective in testing large game testing because it cannot effectively accomplish the game intermediate missions at the first hand. The AI-based approach (e.g., DRL) can mitigate such a problem by learning a smart policy.

Second, the results also show the effect of EA, DRL and MOO on training smart policies for bug detection. The combination of EA_S and DRL can achieve much better results than using one of them separately. The reason is that EA_S mainly considers the winning score, and it provides various searching directions by leveraging the advantage of population, while the DRL algorithm improves the searching speed in a particular direction through gradient-based optimization. The results also indicate that both gradient-based (DRL) and search-based techniques (EA_S) contribute to discovering more bugs by complementing each other.

Further, Wuji (i.e., EA_M+DRL) achieves better results than EA_S+DRL, and EA_M achieves better results than EA_S. This suggests that the multi-objective optimization is helpful for discovering more bugs efficiently. Even though the population can contribute to the exploration (e.g. EA_S+DRL performs well in all three games), the performance can be further improved by involving the exploration score in the fitness score (i.e., EA_M+DRL for Wuji). In a large game like NSH, the improvement is even more obvious.

We also found that EA_M is slightly better than EA_S while EA_S+DRL exceeds EA_S even further. Intuitively, adding DRL achieves larger improvement than adding exploration score. We perform an in-depth analysis and found that: even if we have added the winning score in EA, the performance of accomplishing the mission is still not satisfying since EA is gradient-free and it is not effective to improve the winning score. As a result, if it cannot accomplish the mission, the exploration score cannot be improved. The results further demonstrate why the benefits of including DRL (gradient-based) in Wuji, which facilities the mission accomplishment.

Table III shows the average number of different types of bugs (including known injected bugs and newly discovered bugs) in L10 and NSH. During the 10 rounds of testing, Wuji detects 1 new bug in L10 and 2 new bugs in NSH. As for the other strategies, only EA_S+DRL finds one new bug in NSH. These three new bugs have been confirmed by the game developers and will be fixed in the next update. More details about the bugs will be discussed in Section V-D. Considering these unknown bugs are detected from the stable release version of these games, it further confirms the usefulness of Wuji for detection unknown bugs.

To summarize, Wuji enhances the exploration with the MOO-based EA_M and improves the capability of accomplishing the mission with DRL, which complement each other and achieve the best performance with combination.

C. Evaluation on Coverage Increase (RQ2)

We continue to analyze the coverage obtained by each strategy on the game. Surprisingly, the line coverage of different strategies is exactly the same for each game, despite the results of bug detection are quite different (see Table IV).

The results indicate that these strategies achieve high line coverage easily. This can be explained by the characteristics of game, i.e., the code related to the function of the game is easily covered by playing games. Hence, it seems to be ineffective to detect game bugs by only improving code coverage.

Furthermore, we also analyze state coverage. The state coverage is computed as follows: each state (see Definition 3) contains a set of features. We adopt an interval approximation to partition each feature into equal buckets. Based on the discretization buckets of the features, we can count covered buckets to estimate the state coverage. For example, if the state has n features and each feature is partitioned into m intervals, the maximum number of states (i.e., buckets) is m^n.

Table V shows the number of states that are covered by each strategy on each game. Compared with the other strategies, Wuji cover more states in each game (the bold number). For large games such as NSH, the state coverage is relatively low because large games might have more challenging (resp. infeasible) states that are difficult (resp. unable) to reach. For example, if the player is not close to the boss, then the boss cannot be attacked. We further found that the results of state coverage are consistent with the results of bug detection in RQ1. In the small game, random testing can achieve competitive results while it is the worst one in the larger games, indicating that it is more useful in detecting bugs.

**Answer to RQ1:** Wuji is much more effective in detecting game bugs than random testing, which performs poorly on large games. EA, DRL and MOO complement each other in exploration of diverse states and accomplish the game mission. Their combination (i.e., Wuji) achieves better performance.
Fig. 7: (a) the final distribution of policies in the population, and (b) the trajectories of executing each policy.

by maximizing state coverage than code coverage for game testing.

**Answer to RQ2:** The code of games is relatively easy to cover. For state coverage, random testing is limited in increasing state coverage on large games, while *Wuji* is more effective than the other strategies by a combination of EA, DRL, and MOO.

**D. Bug Analysis (RQ3)**

In this section, we analyze some specific cases towards better understanding the coverage and bugs of games. More analysis and bug reproducing videos can be found on our website [41].

**Policies in Block Maze.** Fig. 7 shows the final distribution of policies with *EA_S+DRL* and *Wuji* in one run of Block Maze, with the difference between single-objective and multi-objective depicted. With MOO, the policies in the population of *Wuji* are more diverse in terms of exploration score and winning score while the policies in *EA_S+DRL* only favors in winning (i.e., closely distributed at the bottom right). The right figure shows the trajectories of executing each policy. Intuitively, the policies in *Wuji* can explore more directions (yellow arrows) while the policies in *EA_S+DRL* only move towards the gold (green arrow).

**Line/State coverage.** The following example is a simplified code segment including a bug in L10. The bug will be triggered once the variable *distance* is 0. Intuitively, the code is very easy to cover as long as the skill (i.e., *skill_id*) is used. For state coverage, *distance* is a feature in the state, new states will be covered when *distance* changes. The example shows that line coverage is relatively easy to cover and it cannot capture the state change.

```java
if (player.buff_time[skill_id]>0){
    distance = compute_distance(player, boss)
    //will crash if distance == 0
    attack = player.use_skill(skill_id, distance)
    damage = boss.get_damage(attack, ...)...
}
```

**Logical bug in L10:** The following code shows the calculation of damage from the enemy to the player character. Specifically, the damage from the boss is calculated based on the current damage reduction buffs (e.g. Line 3,5,7) and each buff has a time limit. A logical bug is that the damage (i.e., variable *hurt*) can be negative after some operators, and finally the damage from the boss becomes the treatment for the player (Line 9). We investigate the bug and found that the variable *hurt* becomes negative only when the initial damage (Line 1) is within a certain range and three specific buffs (i.e., 1, 3, 12) exist simultaneously. The state is difficult to reach but *Wuji* discovered it by adopting an effective exploration.

1. hurt = boss.atk
2. if (boss.buf[1] == True)
3.   hurt -= boss.buf[1].reduce_val
4. if (boss.buf[3] == True)
5.   hurt -= boss.buf[3].reduce_val
6. if (boss.buf[12] == True)
7.   hurt -= boss.buf[12].reduce_val
...
8. // fix: hurt = max(hurt, 0)
9. player.hp -= hurt

**Crash bug in NSH:** A crash bug discovered by *Wuji* and *MA_S+DRL*. Generally, the bug is triggered when some properties of the game are reset with invalid values, which are generated only when the boss is dead with multiple specific buffs. This a very hard corner case to reach by manual testing (e.g., manual playing or scripting). However, it could be triggered during playing by a large number of game players. *Wuji* found the bug by learning diverse policies in favoring to explore more states of the game.

**E. Threats to Validity**

Randomness is a major factor during testing and the game playing. We counter this issue by repeating 10 times for each testing task and averaging the results. In addition, the oracle we proposed may not be complete, and thus *Wuji* may miss some other unknown bugs like logical bugs and other types of bugs. The selection of the games could be biased. In this paper, we try to counter this issue by using 3 games with different sizes, where two of them are active commercial games. The selection of the DNNs used for training policies could be biased. We counter this problem by selecting models from the state-of-the-art for game playing. The bias of bug injection may also be a threat. We counter this issue by randomly injecting bugs of Block Maze in each testing round, and ask helps from game developers to inject bugs in the commercial games.

On the other hand, false alarms reported by *Wuji* may be a potential threat. Specifically, the thresholds in stuck and balance oracles directly determinate the sensitivity of *Wuji* reporting a bug. The choice of such hyper parameters are not only highly dependent on the domain knowledge, but may also be biased. To address this, for each discovered bugs, *Wuji* will record every necessary information during game playing (including every taken action, the opponent’s HP value, attack, and defensive value, etc.). Moreover, an additional replay suit is also developed for replaying the game automatically. On this basis, despite unable to achieve 100% detection accuracy, *Wuji*, however, provides an effective way for testers to discern real bugs efficiently.
VI. RELATED WORK

This section surveys the related work in three aspects. 

**Game Testing.** As games become increasingly popular and complex, testing games is now an important challenge and becomes the key vehicle to improving quality. However, existing testing practice and techniques still need more significant advances. As pointed by Lin et al. [24], even the most popular games on the market show the lack of sufficient testing. Alemm et al. [3] conduct a quantitative survey to identify key developer’s factors for a successful game development process. They find that manual testing and ad-hoc, exploratory testing are still predominant than systematic and automated testing. Ifitikhar et al. [18] proposes a UML-based modeling methodology to support automated system-level game testing of platform games. They manually construct the model and use the model to generate and execute test cases with oracles. However, the manual model construction process still requires a lot of efforts. As for mobile games, existing research is also preliminary. Lovreto et al. [25] first reports their experience of using exploratory testing to test 16 mobile games. They manually write test scripts for functional testing and find existing testing techniques still have a lot of limitations. To prioritize testing efforts, Khalid et al. [20] mine the user reviews from 99 free mobile game apps and find that most negative reviews come from a small subset of devices, which game developers should emphasize during testing. Game apps are GUI applications, which extensively interact with human players. Although various research work exists for testing of GUI applications [5], [10], these techniques only target at general-purpose GUIs. They do not work for testing game apps because game apps usually use a game engine to render GUIs instead of using traditional GUI widgets. To our knowledge, our technique, Wuji, is the first to achieve systematic and automated testing for real-world games and makes great improvements over state-of-the-practice.

**Reinforcement Learning for Testing.** Wuji applies deep reinforcement learning (DRL) to facilitate automatic game testing. Various research work have also applied (deep) reinforcement learning for their own purposes. For example, QBE [22] uses Q-Learning, one type of reinforcement learning technique, to automatically test mobile apps. Specifically, it explores the GUIs of a set of apps to generate the corresponding behavior models, and uses these models to train the transition prioritization matrix with two optimization goals, i.e., activity coverage and the number of crashes, respectively. QBE focuses on improving code coverage and the number of detected crashes for Android apps. Similarly, Adamo et al. [2] and Vuong et al. [39] also use Q-learning to improve GUI testing of Android apps. However, these work only focus on general apps instead of game apps. Böttinger et al. [7] introduces the first program fuzzer that uses reinforcement learning to learn high reward seed mutations for testing traditional software. Specifically, by automatically rewarding runtime characteristics of the target program, this technique obtains new inputs that likely drive program execution towards a predefined goal, e.g., maximizing code coverage. Reinforcement learning is also applied to facilitate test prioritization and selection in regression testing [34]. Different from these work, Wuji combines DRL with evolutionary algorithms to improve testing of game apps, which have not been tackled before.

**Evolutionary Testing.**

Many evolutionary algorithms have been proposed and widely used to solve the test generation problem in software testing. Coverage-guided fuzzing is a popular testing technique which has been proposed for detecting vulnerabilities in traditional software [6], [9], [23], [40]. Moreover, evolutionary testing based techniques have also been applied to test deep neural networks [15], [42], [43]. Compared with them, Wuji is designed to explore more states in the game instead of maximizing code/neural coverage.

In addition, there are some techniques using evolutionary testing with multi-objective optimization. In the field of GUI testing, a number of research work exploit multi-objective optimization to improve testing effectiveness. Sapienz [26] uses multi-objective search-based testing to automatically finding bugs in Android apps. It optimizes test sequences by minimizing length, while simultaneously maximizing coverage and fault revelation. Similarly, Staat [36] use the Gibbs sampling technique to optimize test generation for Android apps by maximizing coverage at both model and code level, while increasing test diversity. In our work, Wuji uses a combined evolutionary algorithm and DRL for effective game testing, towards covering diverse states and completing more intermediate missions.

VII. CONCLUSION

In this paper, we performed a study on the characteristics of bugs in real-world commercial games. We classified the bugs into five categories and proposed four test oracles. Based on the oracles, we developed an automated testing framework for games. By combing the evolutionary multi-object optimization and DRL, Wuji can explore more states such that bugs can be more likely to be detected. We demonstrated the effectiveness of Wuji on one simple game and two large commercial games. In the future, we plan to 1) extend Wuji to support multiplayer games based on multi-agent reinforcement learning, and 2) apply Wuji on more types of games.
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